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Nuclear data tabulate physics reactions of the nucleus for 
many isotopes/ materials for use in application simulations. 
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V. TABULAR DATA FOR THE NEUTRON
STANDARDS

Tabular data for each of the cross section standards and
the additional cross sections obtained in the cross section
standards evaluation process are given in the Tables XII–
XX. For all the evaluations other than those for the light
element standards, the tabular output is directly from
GMAP. For the 6Li(n,t), 10B(n,α) and 10B(n,α1γ) cross
sections the GMAP output was fitted with EDA code as
described in Sec. A. The tables for those cross sections
were provided as point-wise values from EDA. The H(n,n)
and C(n,n) cross sections had been evaluated using EDA
and the tables are direct output from EDA as point-wise
values.

The evaluation of the 252Cf PFNS obtained from
this work led to only very small changes in the spec-
trum obtained by Mannhart. It is recommended that
the Mannhart evaluation be used for any applications. It
is available at https://www-nds.iaea.org/standards/
ref-spectra/ together with the evaluated 235U ther-
mal prompt fission neutron spectrum. The reference fis-
sion cross sections for 209Bi(n,f), natPb(n,f), 235U(n,f),
238U(n,f) and 239Pu(n,f); and the prompt γ-ray pro-
duction reference Cross Sections for 7Li(n,n’γ) and
48Ti(n,n’γ) will be listed and updated on the site https:
//www-nds.iaea.org/standards/. As noted previously,
the 3He(n,p) cross section was not re-evaluated. The pub-
lication on the 2006 standards [1] contains the 3He(n,p)
evaluation.

The GMAP evaluation estimates a point-wise cross sec-
tion and its uncertainty at energy E using experimental
data in the energy range from E1 to E2. However, for
the 235U(n,f) cross section an integral from 7.8–11 eV
is produced with a node average energy 9.4 eV. The in-
terval corresponding to the node at 0.15 keV starts at
0.1 keV both for 235U(n,f) and 239Pu(n,f) cross sections.
From there on, all intervals are located half-way between
given GMA nodes. The results from 1 keV up to 150 keV
correspond to the average of low resolution experiments.
For the 238U(n,f) cross section below 2 MeV (below the
region where it is a standard) results with a denser grid
are marked by “x” and one corrected point is labelled
by “xx”. Smoothing has been applied for regions where
scatter of data needs to be removed since the standards
should be smooth. For all the tabular data, the values in
the standards energy region are recommended to be used
as standards for measurements. The fitted unsmoothed
values were included into the evaluated ENDF-B/VIII.0
general-purpose files in the standard region.
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(a) 239Pu(n,f) experimental data from 4 keV up to 200 MeV.

0.01 0.1 1 10 100

Cr
os

s 
Se
ct
io
n 

Ra
tio

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0
DS633, I. Garlea, 1983 
DS637, M. Mahdavi, 1972 
DS653, B. Fursov-1, 1977 
DS654, B. Fursov-2, 1977 
DS600, G. Carlson, 1978 
DS602, J. Meadows, 1983 
DS685, J. Meadows, 1986 
DS605, E. Pfletschinger, 1970 
DS626, W. Poenitz, 1970, shape 
DS549, C. Wagemans, 1980, shape 
DS608, P. White, 1965 
DS609, P. White, 1967 
DS631, K. Zhuravlev, 1977 
DS666, M. Varnagy, 1982 
DS1012, O. Scherbakov, 2001 
DS1014, P. Staples, 1998 
DS635, W. Lehto, 1970, shape
DS536, L. Weston, 1983, shape
2006 Standard
F. Tovesson, X=14402009, 2014 
2017 Standard

Incident Neutron energy (MeV)

239Pu(n,f)/235U(n,f)

(b) 239Pu(n,f) to 235U(n,f) cross section ratio from 1 keV up to
200 MeV.

Incident Neutron Energy (MeV)
1 10 100

C
ro

ss
 S

ec
tio

n 
R

at
io

1.0

1.2

1.4

1.6

DS1012, O. Scherbakov, 2001 
DS1014, P. Staples, 1998 
2017 Standard
F.Tovesson, X4=14271003, 2017 
2006 Standard 
DS1029,  P.W. Lisowski, 1991 

239Pu(n,f)/235U(n,f)

(c) 239Pu(n,f) to 235U(n,f) cross section ratio from 200 keV up
to 200 MeV.

FIG. 37. (Color online) Comparison of the 2017 and 2006
standards evaluations, together with experimental data for the
239Pu(n,f) cross section (a) and for the 239Pu(n,f) to 235U(n,f)
cross section ratio (b,c).
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Before nuclear data are released, they are validated with 
experiments representing applications on a small scale.

Neutron Data Standards . . . NUCLEAR DATA SHEETS A.D. Carlson et al.

V. TABULAR DATA FOR THE NEUTRON
STANDARDS

Tabular data for each of the cross section standards and
the additional cross sections obtained in the cross section
standards evaluation process are given in the Tables XII–
XX. For all the evaluations other than those for the light
element standards, the tabular output is directly from
GMAP. For the 6Li(n,t), 10B(n,α) and 10B(n,α1γ) cross
sections the GMAP output was fitted with EDA code as
described in Sec. A. The tables for those cross sections
were provided as point-wise values from EDA. The H(n,n)
and C(n,n) cross sections had been evaluated using EDA
and the tables are direct output from EDA as point-wise
values.

The evaluation of the 252Cf PFNS obtained from
this work led to only very small changes in the spec-
trum obtained by Mannhart. It is recommended that
the Mannhart evaluation be used for any applications. It
is available at https://www-nds.iaea.org/standards/
ref-spectra/ together with the evaluated 235U ther-
mal prompt fission neutron spectrum. The reference fis-
sion cross sections for 209Bi(n,f), natPb(n,f), 235U(n,f),
238U(n,f) and 239Pu(n,f); and the prompt γ-ray pro-
duction reference Cross Sections for 7Li(n,n’γ) and
48Ti(n,n’γ) will be listed and updated on the site https:
//www-nds.iaea.org/standards/. As noted previously,
the 3He(n,p) cross section was not re-evaluated. The pub-
lication on the 2006 standards [1] contains the 3He(n,p)
evaluation.

The GMAP evaluation estimates a point-wise cross sec-
tion and its uncertainty at energy E using experimental
data in the energy range from E1 to E2. However, for
the 235U(n,f) cross section an integral from 7.8–11 eV
is produced with a node average energy 9.4 eV. The in-
terval corresponding to the node at 0.15 keV starts at
0.1 keV both for 235U(n,f) and 239Pu(n,f) cross sections.
From there on, all intervals are located half-way between
given GMA nodes. The results from 1 keV up to 150 keV
correspond to the average of low resolution experiments.
For the 238U(n,f) cross section below 2 MeV (below the
region where it is a standard) results with a denser grid
are marked by “x” and one corrected point is labelled
by “xx”. Smoothing has been applied for regions where
scatter of data needs to be removed since the standards
should be smooth. For all the tabular data, the values in
the standards energy region are recommended to be used
as standards for measurements. The fitted unsmoothed
values were included into the evaluated ENDF-B/VIII.0
general-purpose files in the standard region.
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FIG. 37. (Color online) Comparison of the 2017 and 2006
standards evaluations, together with experimental data for the
239Pu(n,f) cross section (a) and for the 239Pu(n,f) to 235U(n,f)
cross section ratio (b,c).
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Fig. 5, l?re active portion of ori~”nal Jezebel, the bare plutonium assembly. Cooling air blows wtt of the locating arms
that nude on taut wires.

thickness was assumed in apportioning the nickel
between external and internal surfaces. Lack of
planeness, however, was assumed to introduce an average
0.001 -in. gap between each of the three principal pairs
of internal surfaces.

Average densities were established by adjusting
measured materiaI densities to allow for the nominal
volume of internal nickel coating and voids. Voids
remaining after correction for internal nickel were
redistributed uniformly (with compensating surface-mass
adjustment, Ref. 3) so that values of average density
were retained.*

*A restate m e nt of the inverse-square relationship between
density and critical mass is that a given mass increment is three
times as effective when distributed uniformly as it is when added
to the surface.

As shown in Figs. 6, 7, and 8, the three Jezebel
systems differed somewhat in shape, which led to
different corrections for asphericity. Further, aluminum
adapters re uired to fit the thin steel clamps (Fig. 5) to
the small !2 s u p arts a d d e d to the incidental reflection

for that assembly. Otherwise, corrections were similar.
Captions of Figs. 6, 7, and 8 give the critical or

slightly subcritical Jezebel configurations from which
critical masses are derived. Also shown are
corresponding masses corrected for the fiiling of major
voids left by missing mass-adjustment plugs or glory-hole
inserts, and by retracted control rod. These corrections
rely upon calibrations of the control rod and plugs.

The further corrections for asphericit y, nickel
coating, incidental reflection by clamps and
surroundings, homogenization, etc., are listed in Table I.
The resulting critical masses apply to isolated bare
spheres of uniform plutonium or uranium.
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Question: what nuclear data lead to bias when comparing 
simulated and exp. values of >1000 validation exp?

Neutron Data Standards . . . NUCLEAR DATA SHEETS A.D. Carlson et al.

V. TABULAR DATA FOR THE NEUTRON
STANDARDS

Tabular data for each of the cross section standards and
the additional cross sections obtained in the cross section
standards evaluation process are given in the Tables XII–
XX. For all the evaluations other than those for the light
element standards, the tabular output is directly from
GMAP. For the 6Li(n,t), 10B(n,α) and 10B(n,α1γ) cross
sections the GMAP output was fitted with EDA code as
described in Sec. A. The tables for those cross sections
were provided as point-wise values from EDA. The H(n,n)
and C(n,n) cross sections had been evaluated using EDA
and the tables are direct output from EDA as point-wise
values.

The evaluation of the 252Cf PFNS obtained from
this work led to only very small changes in the spec-
trum obtained by Mannhart. It is recommended that
the Mannhart evaluation be used for any applications. It
is available at https://www-nds.iaea.org/standards/
ref-spectra/ together with the evaluated 235U ther-
mal prompt fission neutron spectrum. The reference fis-
sion cross sections for 209Bi(n,f), natPb(n,f), 235U(n,f),
238U(n,f) and 239Pu(n,f); and the prompt γ-ray pro-
duction reference Cross Sections for 7Li(n,n’γ) and
48Ti(n,n’γ) will be listed and updated on the site https:
//www-nds.iaea.org/standards/. As noted previously,
the 3He(n,p) cross section was not re-evaluated. The pub-
lication on the 2006 standards [1] contains the 3He(n,p)
evaluation.

The GMAP evaluation estimates a point-wise cross sec-
tion and its uncertainty at energy E using experimental
data in the energy range from E1 to E2. However, for
the 235U(n,f) cross section an integral from 7.8–11 eV
is produced with a node average energy 9.4 eV. The in-
terval corresponding to the node at 0.15 keV starts at
0.1 keV both for 235U(n,f) and 239Pu(n,f) cross sections.
From there on, all intervals are located half-way between
given GMA nodes. The results from 1 keV up to 150 keV
correspond to the average of low resolution experiments.
For the 238U(n,f) cross section below 2 MeV (below the
region where it is a standard) results with a denser grid
are marked by “x” and one corrected point is labelled
by “xx”. Smoothing has been applied for regions where
scatter of data needs to be removed since the standards
should be smooth. For all the tabular data, the values in
the standards energy region are recommended to be used
as standards for measurements. The fitted unsmoothed
values were included into the evaluated ENDF-B/VIII.0
general-purpose files in the standard region.
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FIG. 37. (Color online) Comparison of the 2017 and 2006
standards evaluations, together with experimental data for the
239Pu(n,f) cross section (a) and for the 239Pu(n,f) to 235U(n,f)
cross section ratio (b,c).
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Fig. 5, l?re active portion of ori~”nal Jezebel, the bare plutonium assembly. Cooling air blows wtt of the locating arms
that nude on taut wires.

thickness was assumed in apportioning the nickel
between external and internal surfaces. Lack of
planeness, however, was assumed to introduce an average
0.001 -in. gap between each of the three principal pairs
of internal surfaces.

Average densities were established by adjusting
measured materiaI densities to allow for the nominal
volume of internal nickel coating and voids. Voids
remaining after correction for internal nickel were
redistributed uniformly (with compensating surface-mass
adjustment, Ref. 3) so that values of average density
were retained.*

*A restate m e nt of the inverse-square relationship between
density and critical mass is that a given mass increment is three
times as effective when distributed uniformly as it is when added
to the surface.

As shown in Figs. 6, 7, and 8, the three Jezebel
systems differed somewhat in shape, which led to
different corrections for asphericity. Further, aluminum
adapters re uired to fit the thin steel clamps (Fig. 5) to
the small !2 s u p arts a d d e d to the incidental reflection

for that assembly. Otherwise, corrections were similar.
Captions of Figs. 6, 7, and 8 give the critical or

slightly subcritical Jezebel configurations from which
critical masses are derived. Also shown are
corresponding masses corrected for the fiiling of major
voids left by missing mass-adjustment plugs or glory-hole
inserts, and by retracted control rod. These corrections
rely upon calibrations of the control rod and plugs.

The further corrections for asphericit y, nickel
coating, incidental reflection by clamps and
surroundings, homogenization, etc., are listed in Table I.
The resulting critical masses apply to isolated bare
spheres of uniform plutonium or uranium.
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Problem: which nuclear data values (out of 
20,000!) are those that lead to bias in simulating 
1000s of validation experiment?? 

Highly under-determined and complexly 
intertwined problem!

Traditional methods: human brain cannot 
assess all this complex data at once ->  
targeted comparison of data with and without an 
isotope or looking at bare spheres
for the actinides -> one could miss  
issues you are not looking for.

Perfect problem for ML!!!

239Pu
233U

19F
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We solve this question with random forest and SHAP metric.
• Random forests: Build a prediction model for the bias as non-linear function 

of potentially informative features:

• Importance of features assessed with SHAP metric

Δ = 𝐸 − 𝐶 = 𝑓 𝑋!, … , 𝑋"!### + ϵ

+ + …+

239Pu
233U

19F

239Pu
233U

19F

239Pu
NOT 233U

19F

239Pu
233U

19F

239Pu
233U

NOT 19F

See P. Grechanuk et al., J. 
Comput. & Theor. Transport 

47, 552 (2019). 

+
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Comment: ML algorithm is only one step in the algorithm. The 
human is needed to provide input and analyze results!
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Fig. 5, l?re active portion of ori~”nal Jezebel, the bare plutonium assembly. Cooling air blows wtt of the locating arms
that nude on taut wires.

thickness was assumed in apportioning the nickel
between external and internal surfaces. Lack of
planeness, however, was assumed to introduce an average
0.001 -in. gap between each of the three principal pairs
of internal surfaces.

Average densities were established by adjusting
measured materiaI densities to allow for the nominal
volume of internal nickel coating and voids. Voids
remaining after correction for internal nickel were
redistributed uniformly (with compensating surface-mass
adjustment, Ref. 3) so that values of average density
were retained.*

*A restate m e nt of the inverse-square relationship between
density and critical mass is that a given mass increment is three
times as effective when distributed uniformly as it is when added
to the surface.

As shown in Figs. 6, 7, and 8, the three Jezebel
systems differed somewhat in shape, which led to
different corrections for asphericity. Further, aluminum
adapters re uired to fit the thin steel clamps (Fig. 5) to
the small !2 s u p arts a d d e d to the incidental reflection

for that assembly. Otherwise, corrections were similar.
Captions of Figs. 6, 7, and 8 give the critical or

slightly subcritical Jezebel configurations from which
critical masses are derived. Also shown are
corresponding masses corrected for the fiiling of major
voids left by missing mass-adjustment plugs or glory-hole
inserts, and by retracted control rod. These corrections
rely upon calibrations of the control rod and plugs.

The further corrections for asphericit y, nickel
coating, incidental reflection by clamps and
surroundings, homogenization, etc., are listed in Table I.
The resulting critical masses apply to isolated bare
spheres of uniform plutonium or uranium.

5

.

See D. Neudecker et al., 
NDS 167, 36 (2020).
D. Neudecker et al., LA-
UR-21-22465, submitted.
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Step 1: validation input is 2 types of validation experiments, 
nuclear-data sensitivities, and measurement features.

239Pu
233U

19F

Validation experiments used:
• 875 criticality experiments
• 15 LLNL pulsed-sphere neutron-

leakage spectra

Features: for each experiment:
• ~21000 sensitivities of nuclear data 

to simulated quantity
• ~ 50 measurement features

Nuclear data used:
• ENDF/B-VII.1  
• ENDF/B-VIII.0
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Fig. 5, l?re active portion of ori~”nal Jezebel, the bare plutonium assembly. Cooling air blows wtt of the locating arms
that nude on taut wires.

thickness was assumed in apportioning the nickel
between external and internal surfaces. Lack of
planeness, however, was assumed to introduce an average
0.001 -in. gap between each of the three principal pairs
of internal surfaces.

Average densities were established by adjusting
measured materiaI densities to allow for the nominal
volume of internal nickel coating and voids. Voids
remaining after correction for internal nickel were
redistributed uniformly (with compensating surface-mass
adjustment, Ref. 3) so that values of average density
were retained.*

*A restate m e nt of the inverse-square relationship between
density and critical mass is that a given mass increment is three
times as effective when distributed uniformly as it is when added
to the surface.

As shown in Figs. 6, 7, and 8, the three Jezebel
systems differed somewhat in shape, which led to
different corrections for asphericity. Further, aluminum
adapters re uired to fit the thin steel clamps (Fig. 5) to
the small !2 s u p arts a d d e d to the incidental reflection

for that assembly. Otherwise, corrections were similar.
Captions of Figs. 6, 7, and 8 give the critical or

slightly subcritical Jezebel configurations from which
critical masses are derived. Also shown are
corresponding masses corrected for the fiiling of major
voids left by missing mass-adjustment plugs or glory-hole
inserts, and by retracted control rod. These corrections
rely upon calibrations of the control rod and plugs.

The further corrections for asphericit y, nickel
coating, incidental reflection by clamps and
surroundings, homogenization, etc., are listed in Table I.
The resulting critical masses apply to isolated bare
spheres of uniform plutonium or uranium.

5

.

10-4

10-3

10-2

10-1

100

238U Sphere

Fl
ux

/ S
ou

rc
e 

N
eu

tr.
/ n

s

ENDF/B-VIII.0
Experiment, 1976

0.6
0.8

1
1.2
1.4
1.6

200 250 300 350 400 450 500

C
/E

Time (ns)

ENDF/B-VIII.0

See D. Neudecker et al., NDS 167, 36 (2020).

See D. Neudecker et al., ANE 159, 108345 (2021).
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Steps 2 and 3: ML algorithm highlights issue in nuclear data 
that are explored with differential data and theory.

241Pu(n,f) cross section 
among 10 most important 
reactions related to bias in 
simulations of validation   

experiments.

Potential issue in nuclear 
data given differential 
experimental data, but 
where should curve go? 

Nuclear theory does 
not constrain enough
to solve the issue.

D. Neudecker et al., LA-
UR-21-22465, submitted.
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Feedback loop with ML and validation experiments indicates 
that lower 241Pu(n,f) cross section leads to reduced bias.

D. Neudecker et al., LA-UR-21-22465, submitted.
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If no clear understanding can be reached, how nuclear data 
should be corrected -> needs for new exp./ theory 11

TABLE I. Unconstrained or poorly constrained physics spaces
for 238�242Pu nuclear data are highlighted for particular en-
ergy ranges and observables. These were identified by a com-
bination of (a) random forest and SHAP hinting at poten-
tial shortcoming in the data when simulating criticality and
pulsed-sphere neutron-leakage spectra, and (b) limitations in
di↵erential experimental data or theory information to un-
ambiguously defining individual observables. Either new dif-
ferential experiments, theory developments, or a combination
of both are needed to better describe nuclear data. Italic
and underlined energy ranges are those where no conclusive
experimental information is available to guide theory, in nor-
mal font those are given where no clear conclusions can be
drawn from existing theory and experiments. Energy ranges
are specified with “th” for thermal (10�11–1.77⇥10�6 MeV),
“r” for resonance (1.77⇥10�6–0.4 MeV), “f” for fast (0.4–20
MeV) and “all” from thermal to 20 MeV.

Observable 238Pu 239Pu 240Pu 241Pu 242Pu
PFNS all th all all all

(n,f) cs > 6 MeV t; f f
(n,f) ⌫ f 0.3–100 keV f all r, f
(n,�) cs < 1 MeV < 1 MeV t
(n,inl) cs f f f f

(n,2n) cs f

(n,tot) cs all r, f f f f

IV. CONCLUSIONS AND OUTLOOK

We explored how we can improve our description of
nuclear-physics observables by bringing together three
types of information:

• Di↵erential experimental data of the observable it-
self,

• Nuclear-theory information, and

• Integral experiments that are simulated by integra-
tion over many thousands of nuclear-physics ob-
servables as a function of energy and angle.

To this end, we employed the random forest algorithm
and SHAP metric to identify groups of nuclear data rep-
resenting nuclear-physics observables that could poten-
tially cause biases in the simulation of criticality exper-
iments and LLNL pulsed-sphere neutron-leakage spec-
tra. Only combinations of physics observables can be
identified by the machine-learning algorithms. The rea-
son for that lies in these data being correlated with one
another through being jointly used for simulating inte-
gral experiments. We show as one example—241Pu fis-
sion observables from 0.1–2.354 MeV—how the combi-
nation of di↵erential experimental information, theory,
and simulated criticality experiments allows us to isolate
a likely root cause of the bias in criticality calculations
from a group of potentially biased nuclear-physics ob-
servables. To do this, we first investigated in how far
one can change the description of nuclear-physics observ-
ables given the spread in di↵erential experimental data
and constraints from theory. Then we tested whether

one can significantly improve agreement with integral ex-
periments given physically justifiable changes in the nu-
merical data. This process allowed us to identify the
most-likely cause of bias, the 241Pu(n,f) cross section.
Moreover, we were able to select the experimental-data
set that leads to improved simulations of integral ex-
periments out of several, discrepant data sets. Another
example, for 239Pu nuclear data from 10–15 MeV, was
shown where the combination of di↵erential and integral
information was unable to yield conclusive information
on what specific 239Pu nuclear data led to bias in sim-
ulating integral experiments. In this case, we were still
able to down-select to a smaller group of data that could
be biased by comparing to di↵erential data and exploring
the impact of di↵erent theory-based curves on simula-
tions of integral experiments. We then highlighted which
future di↵erential experiments or theory developments
could potentially resolve the remaining confounding and
better constrain the nuclear-physics space.

While this work focused on exploring how to resolve is-
sues in 238�242Pu nuclear data that impact the simulation
of criticality and 14-MeV pulsed-sphere neutron-leakage
spectra, there are several ways to extend the present
approach or use it for similar applications. Obviously,
one can extend this work by including broader classes
of integral-experiment responses. The benefit of this ex-
tension is twofold: On the one hand one explores the
descriptive power of nuclear data for physics observables
with respect to a broad range of application areas repre-
sented by these integral responses, and thus gives a more
balanced assessment of nuclear data. Also, by carefully
selecting the integral responses to have di↵erent relative
sensitivity to various nuclear-physics observables, ML al-
gorithms have more distinct trends at their disposal to
aid in resolving the confounding between them. One chal-
lenge for this extension is that tools to calculate sensitiv-
ity profiles—that tie the nuclear-data observables to the
integral responses—are missing for many integral quan-
tities beyond criticality. These missing tools represent a
barrier to include various integral responses into ML.

Another way to extend the current approach is by
explicitly including di↵erential experimental data in
Eq. (4). While conceptually straightforward, there are
some major obstacles: First of all, one has to pre-select
di↵erential experimental data to exclude sets that are
known to be biased and quantify realistic uncertainties
in order not to skew ML results. While this task is rou-
tinely done by nuclear-data evaluators for each observ-
able they provide, this information is not openly avail-
able. Hence, if one plans to use all di↵erential informa-
tion for observables used in criticality experiments, this
task would amount to judging and estimating uncertain-
ties for thousands of data sets again. The second chal-
lenge is that one has to extend the importance analysis
with random forests to account for correlations in un-
certainties of di↵erential data; something the approach
cannot currently handle.

Lastly, one can apply the methods used here for prob-

New exp. and theory 
developments needed.

Large discrepancies 
between differential exp. 
and freedom in theory -> 
unclear where nuclear 

data should go.

Validation experiments 
also cannot inform us 
where nuclear data 

should go.ML indicates issues in 
239Pu(n,f) cross section 

above 6 MeV. 

D. Neudecker et al., LA-UR-21-22465, submitted.
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• ML can helps us find trends between nuclear-data sensitivities and bias in 
simulating validation experiments that point towards potential shortcomings in 
nuclear data. 

• This can help scientists to resolve issues in nuclear data, or at least suggest 
future experiments and theory developments to resolve these issues.

• Humans may miss such trends without ML due to large amount of complex and 
inter-dependent data that pose a highly underdetermined problem.

• Human is needed:
- To interpret and analyze results,
- Provide meaningful input from physics point of view.

Thank you for your attention!

Conclusions
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